The inertia of electromagnetic fields & Maxwell’s equations

Doron Weinfeld

This article extends the Electromagnetic (EM) field’s Energy-Momentum tensor by adding the
missing momentum flux terms. The conservation equations are consequently changed, and as a
result the missing electromagnetic terms of inertia forces, centrifugal, Coriolis and shear forces
emerge. All the new quantities and the extended quantities are defined as proper covariant tensors.
The new definitions of the physical quantities and the extended conservation equations, enable to
resolve known problems in classic electrodynamics. Three known problems were chosen to prove the
validity of the extended equations and new definitions. The first problem is the 4/3 problem, the
second problem is the lack of centrifugal forces in a cylindrical field configuration and the third is
the problem of radiation reaction known as the Abraham-Lorentz force. The extended EM motion
equations become essential only when very strong EM fields are present or when the inertial terms
can not be neglected, otherwise, as in most classical cases in labs, Maxwell’s equations are a very
good approximation, this is probably why these inertia terms were missed by Maxwell and other
classical electrodynamics researchers. The extended motion equations are Non-linear, which means
the EM fields can influence themselves or other EM fields, for example a light passing through a
strong magnetic field should be bend, this situation is relevant when a light passes a Magnetar’s
magnetic field. Lastly, the Lagrangian of the extended equation is defined and compared to other

two extended nonlinear Lagrangians, the Euler- Heisenberg and Born-Infeld.

I. INTRODUCTION

The Radiation Reaction problem in electrodynamics is
at the core of many unsolved problems in classical electro-
dynamics and QED. The classic problems of accelerated
charged particle and others are discussed by Professor
Feynman in his Lecture 28-1. According to Feynman
these unsolved problems in classic electrodynamics must
be solved in the classic picture, since these problems are
drudged into quantum mechanics and even into quantum
electrodynamics as he said: "There are difficulties asso-
ciated with the ideas of Maxwell’s theory which are not
solved by and not directly associated with quantum me-
chanics. You may say, Perhaps there’s no use worrying
about these difficulties. Since the quantum mechanics is
going to change the laws of electrodynamics, we should
wait to see what difficulties there are after the modifica-
tion. However, when electromagnetism is joined to quan-
tum mechanics, the difficulties remain ". In his Lectures
Feynman discusses the radiation reaction problem and
the 4/3 problem and other unsolved classic problems.

Furthermore, as J.D. Jackson writes in his "Classi-
cal Electrodynamics" book (section 17-5), "... A ma-
jor problem in the Abraham-Lorentz model is the lack of
proper covariance of the electromagnetic self-energy and
self-momentum, as manifested by the anomalous factor of
4/8 in the inertia, first found by J. J. Thompson (1881).
The root of this difficulty can be traced to the use of the
familiar energy and momentum densities,
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... It is customary to define total electromagnetic energy
and momentum as three dimensional volume integrals of

these densities at fix time. This is allowable in the dis-
cussion of the Poynting theorem for an observer at the
rest frame in which the fields are defined (i.e. measured),
but is not defensible in general if the total electromag-
netic 4-momentum in different inertial frames is to be
considered. "

Solving these problems is made possible by redefin-
ing the EM momentum as an independent covariant
tensor uncoupled to Maxwell’s stresses tensor unlike
Minkowski’s definition. Furthermore, the Energy den-
sity is newly defined as an independent scalar and not as
a component in Minkowski’s tensor. Proving the validity
of these definitions is quickly shown by solving the 4/3
problem in section V.

While investigating Minkowski’s energy momentum
tensor, it is apparent that there is a lack of flux terms
for the electromagnetic fields. This flux is an intrinsic
physical quantity of the momentum and energy of EM
fields and will be defined as a covariant quantity. The
conservation equations of the new extended EM Energy
Momentum tensor has terms that describe the EM in-
ertia quantities like EM centrifugal forces, EM Coriolis
forces, etc.

Looking at a situation when a charged particle ,which
by definition carries an EM field, is accelerated or moves
on a curved path, the inertia forces, such as centrifugal
force, will impact the particle. The question is, do these
inertial forces impact the EM fields directly, not only by
impact on their massive source? According to Einstein
EM fields have mass density p = C% = ESQ;FCZIQ therefore,
we expect the EM fields to change their mass distribution
as fluids do.

We can distinguish between two different cases: The
first is when a material body source is involved, a charged
body, in which case the position, velocity and accelera-
tion can be measured (at least in principle) according to
Einstein method of light reflection.




A second example is less familiar, it relates to 'pure’
EM momentum density (no massive charged particles are
involved, at the volume where the EM fields are inves-
tigated). According to Poynting, EM fields contain mo-
mentum density vector, p = Eifr?, therefore, EM fields,
which have Poynting momentum vector, circulating on a
closed path, should experience inertia forces such as cen-
trifugal force. To demonstrate this situation, we take a
simple example of a static electric field and perpendicu-
lar static magnetic field. The electric field is E, = 9%, in
the lab it can be created by a long charged wire along the
% direction. The perpendicular constant magnetic field
strength is only on Z, in the lab it can be created by a
long solenoid with its axis in the Z direction, its magnetic
field is H,z = Hzz, where Hz is constant. The wire is
coaxially placed inside the solenoid and we have perpen-
dicular electric and magnetic fields inside the solenoid.
These two EM fields hold momentum density on the 0
direction, according to Poynting: Py = (i;?) = Er%é.

According to Einstein, the EM fields Energy density also
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possess mass density p = E”ergyczde"my = ES;'CIE , these
EM fields have angular momentum since pg # 0, and we

expect, just like mechanical fluids, that the EM fields will
~2
experience centrifugal force 22 . If these EM fields will not

T
possess any centrifugal force, we will have a contradiction
between EM and mechanical inertia -momentum, which
makes it difficult to add these physical quantities.

We see that in such cases where inertia of EM fields
is present, especially in cosmology and astrophysics,
Maxwell’s equations cannot give a complete description.
In this paper, we extended the motion equations of the
EM fields to include the momentum flux and therefore
the inertia terms. This extension can answer, in a clear
and concise way, the problems mentioned above and
many more. The last section of this paper is dedicated
to finding a consistent equation of motion for moving
charged particle, enabling to describe in one equation the
path of the particle and the EM motion including the ra-
diation and its influence in any time on the particle’s
path.

II. NEW SYMBOLS FOR COMMON TENSOR
OPERATIONS

In order to simplify the notations of the repeated math-
ematical operations, and also to get a better coherent
representation of the EM fields interaction, a new sym-
bol of tensorial operation is defined. This operation will
help to describe the EM interactions in a more consistent
and compact way.

The operation x is defined as the product

For every two tensors A and B

AXB = Atvb2tng o BYIV2 V0 (1)

We usually operate on tensors with the same rank 2:

AxB = Arrg BV

The mathematical properties of the x product are:

L. associative: Ax(B+ C) = AxB+ AxC

II. not commutative: AxB # BxA.

Although it is just a private case of tensorial product,
we can see the advantages of this product which enables
us to directly derive a few EM quantities. We start with
the following important example, where F is the field-
strength tensor
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Where p = 221 and p = B0,
This tensor is the known Minikowski’s energy-

momentum tensor (Jackson 12.10 page 601-605) which
is obtained here in a short and simple way by using the
x product second order powers of F and F.

III. A PROPER TENSORIAL DEFINITION OF
EM MOMENTUM DENSITY, INDEPENDENT
OF MAXWELL’S STRESSES

In 1884 Poynting defined the EM momentum as p =
Ejlfr?, it is known as Poynting vector although it is not
a vector in R> as can be checked by using the mutual
tensorial definition of E and H as F*¥. Later, in 1911
Minkowski defined his covariant energy-momentum ten-
sor and chose the EM energy density to be T% and the
EM momentum density to be T, which is still the cus-
tomary definition (Jackson 17.5). Minkowski related the
other components TY% to the known Maxwell stresses,
it is important to note that there is no independent
(of stresses) covariant definition for the EM momentum
and energy density, presently. Therefore, since we use
Minkowski’s definition of energy and momentum as com-
ponent of energy-momentum tensor, taking a Lorentz
transformation mixes the energy component T and the
momentum components T% | with the stress components
T4, This created some problems, probably the famous
one is the 4/3 problem.




In this section we are looking for an independent, of
stresses, covariant tensor, which will express the EM mo-
mentum correctly. Meaning it can replace the previous
definition and have added value in solving problems of
coupling to stresses etc.

For easier understanding of the algebraic process, we
define the following symbols to represent few tensorial
products.

For every second degree tensor A*” and metric
Juv, the tensor A} = A\, = G- A =g,,A" we call
the left mixed tensor

While

For every second degree tensor A*” and metric
Juv, the tensor A, =AY, = A-G = A'g,, we call
the right mixed tensor.

For general tensor without any special symmetry the
mix-tensors, left and right, are not the same tensor.

By using the left and the right mixed tensor we define
this tensor:
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Or in matrix form:
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Here we regard p only as notation representing the
term ﬁE x H and not as a real three vector.
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We can also define the dual EM momentum tensor as:
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We choose these tensors Eq.6-8 to represent the in-
dependent (of stresses) EM momentum density tensors.
We have to be convinced that these tensors are the right
choice to represent the EM momentum density, therefore
we ask what are the essential characteristics that such
EM momentum tensors must have? The first characteris-
tic that the new tensor must have is its proper covariant
tensorial structure, this demand is straightforward ful-
filled since it was derived from a proper tensorial prod-
uct. Secondly, since we know that the Poynting vector
represents well the EM momentum at the system where
the EM fields were measured, we expect the tensor to be

build from components of Poynting vector. By looking
at the tensors we can see that this characteristic is ful-
filled as well. Another important test the new definition
must fulfill is the reduction of the tensor when projected
on four-vector v*. This characteristic is evident when we
project the tensor Eq.8 on the four-vector v* in the mea-
suring system, which is by definition always at rest in its
own frame of reference, since the rest frame velocity is
always: v& ... = (c,0,0,0), therefore the projection of
the EM momentum Eq.8 on v* is:
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The spatial components of this four-vector are exactly
the known Poynting three-vector as demanded.

Applying the Lorentz transformation on Eq.7 or Eq.8
will give a tensor which contains only the Poynting com-
ponents, free of stresses.

Taking the second power of the EM momentum tensor
under the product x :
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Where p? = p2 + p2 4 p2 = 15022 (B?H? — (E- H)?).
Since the trace of a tensor is always a scalar
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the EM momentum norm as the square root ||p|| =

\/%gwf’l‘l‘. In the measuring system the tensorial mo-

mentum density norm looks the same as the known co-
variant Poynting vector norm, but the difference here is
that the momentum tensor and its norm are properly
defined.

This newly defined EM momentum tensor has an im-
portant algebraic characteristic under the product x
powers: It behaves as an algebraic group of two com-
ponents. The third power of the momentum tensor
is: P2xP = {Trace (P?) P*, which is again the orig-
inal momentum tensor P#” multiplied by the scalar:
%Trace (Pz). The fourth power of the momentum ten-
sor will give again the second power P2 multiplied by the
same scalar twice, and so on.

This makes the momentum tensor under the product
x an algebraic group with two elements P and P2. The
operation W x, will help us later to define the gen-
eral form of the EM momentum flux tensor.

The new momentum density tensors Eq.6-8 do not
include energy density component, while Minikowski’s
energy-momentum tensor Eq.2 does have an energy den-
sity component T . Therefore, we need to define an EM
energy density, which is not a component of Minikowski’s
tensor and should fulfill these five restrictions:

1. It should only be a combination of F** and §+".

Therefore we define



2. There will be no use of any new units-constants.

3. It should always be positive.

4. In the system where E and H are measured, it should
become the known expression for EM energy density: p =
L (B2 H?).

5. It has to be a scalar quantity for the following rea-
sons: The 3-D surface element is a proper four-vector,
its form in the rest frame is: d¥* = (dz,0,0,0). Fur-
thermore, the energy density p multiplied by the defer-
ential volume d3z by definition must be the mass in this
deferential volume dm. The only way to comply with
Einstein four-momentum definition is to take the defer-
ential mass cdm = cpd>x to be the time component of
the four-momentum :

dp, = p¥t = (cpd®z,0,0,0) = (cdm,0,0,0)  (11)

In order for Eq.11 to be a proper four-vector we must
multiply d¥# by a scalar function p. In all cases where
p is not a proper scalar, the pd>* will never be a proper
four vector.

From Eq.11 we can derive the total mass in the volume
V, which is also a proper four-vector:

/dp#:(/ cpd’z,0,0,0) = (cm,0,0,0) (12)
1% 1%

In the moving frame, on x direction it becomes, the
known expression: p* = (m~yc, myv,0,0).

This leaves us with only one suitable expression for the
EM energy density which fulfills all these requirements:

~ i (1F F/”W>2 + <1F %’;w>2 + 2P, Puv
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Checking the restrictions: All the terms are a combina-
tion of the field strength tensor F#*” and its dual §*”. The
first and second terms are positive by being square of real
function, the third term in details is 2(p2 + p2 +pZ) > 0.
No new constants are used, therefore three requirements
are fulfilled. The fourth requirement refers to the form
in the system where the EM fields where measured:

p= 8% (B2 —H2)” + 2E-H)2 + (2E x H)2  (14)
Since (E x H)? = E?H? — (E - H)? we obtain: p =
o (E? + H?) as expected. For the last requirement the
three terms under the square root of Eq.13 are each a re-
duction of rank two covariant and contravariant proper
tensors, which gives by definition three proper scalars,
making their sum a scalar. Therefore the last demand is
also fulfilled.

This new energy density scalar is important for resolv-
ing difficulties in electrodynamics especially in general
relativity electrodynamics.

Now we can define another important quantity, the

covariant EM velocity tensor, as:

(250

- p Uy

Ky — o

== la, 0 0 0 (15)
00 0 0

This velocity describes an intrinsic property of the EM
fields, expressing the rate in which EM momentum is
transferred from one point to another inside the volume
where the EM field exists. Usually the EM velocity can-
not be measured directly as mechanical velocity of mate-
rial body which can reflect light as Einstein’s measuring
technique requires. Therefore, in most cases it doesn’t
have a simple connection to the mechanical velocity of
Newton or Einstein, an exceptional case is a free plane
wave.

To observe more closely the connection we take a plane
wave solution which moves on the z direction, the electric
field is on the % direction, E(z,t) = Egcos(kz — wt)% and
H(z,t) = Hpcos(kz — wt)y. Inserting in the electromag-
netic tensor F gives:

0 Egcos(kz — wt) 0 0
—Egcos(kz — wt) 0 0 —Hpcos(kz — wt)
0 0 0 0
0 Hocos(kz — wt) 0 0
(16)
Now we have to calculating p#¥ in Eq.8 and by using the
fact that in vacuum ||E|| = |H|| we get
0 0 0 0
0 0 E—gCOSQ(kz —wt) 0
52 ) 4me (17)
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We calculate p by installing in Eq.13 and we get p =
-z Edcos?(kz — wt). The EM velocity is @ = p"/p
which is

0 0
0 c
—c 0
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or in non covariant form @ = (0, 0, ¢). This example is an
exception but is a very important one, since it correlates
Einstein’s velocity measuring method, using EM waves
to the EM velocity. A free EM wave is "pure" EM phe-
nomena, where "pure" means there is no material bodies
involved at least while the wave is propagating. On the
other hand the EM waves are created by manipulating a
material body and also are measured by a material device
which has mechanical properties.

Remark: In present literature, for example [12],
only two fundamental invariants of F* and §*¥ exist,
where “fundamental’ means all other invariants can be ex-
pressed as algebraic combination of these two: F*'F,,, =
S8 = —2 (E2 — H2) and ¥, §" = —4E-B The new



invariant IND,WIN)W in the definition of p, is obtained by
using the x product fourth power of F and §, it cannot
be obtained by algebraic operations of second power of F
and §. Therefore it remained unknown until these defi-
nitions.

A. EM fields attached to a material body

When EM fields are attached to a charged moving
body which has a mechanical velocity v, we can use
the EM energy density scalar and the mechanical four-
velocity of the body, to define a proper four-vector mo-
mentum for the attach EM fields:

Pu = pv = (p7, pYV) (19)

We can also define an energy-momentum flux tensor
for the EM fields moving with the mechanical body as:

P = plp¥ /p = pvrv” (20)

The projection of the 'pure’ EM momentum tensor
density Eq.8 on the four-velocity v’ ., = (c,0,0,0), gives:

ﬁ# = ngélrest) = (Ov Px; f)yv f)z)

The spatial components have the same form as Poynt-
ing Vector in the system where the fields E and H where
measured.

In certain situations when both a 'pure’ EM field (free
field) and an attached EM field exist in the same volume,
their mutual four-momentum vector is their sum pf. =
P,

Therefore, representing the total four momentum of a
charged particle and its fields with external EM fields
represented by ph., . is:

I _p I ~p
pTotal =D Mechanical + P Attached + pFT’ee (21)

B. Application to relativistic fluids

Although it may seem indirectly related to the main
subject of this paper, we chose a problem in the mass
density of relativistic fluids which is resolved, by these
new definitions, at least in some cases.

In most literature the mass density of fluid is defined
as p = 9 [20] where m is the mass and d®z = dv is the
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volume but is not a scalar as can be checked: p = ‘il;;‘, =

v2p, in fact this term transforms as the T% component,
where TH is the fluid energy-momentum tensor.

In fluid dynamics the flux tensor pv*v” is not a proper
tensor, although v*v" is a proper tensor, the mechanical
density p = ‘;—7"} is not a scalar, therefore their multipli-

cation does not transform as a proper tensor. Einstein,

in his famous ’General Relativity’ paper|[3|, when intro-
ducing this energy-momentum tensor noticed this prob-
lem and writes: ’Let p and p be two scalars, the former
of which we call "density", the latter the "pressure” of a
fluid and let an equation subsist between them’.

Einstein never mentioned p = 3.% as the definition for
density since he knew it’s not a proper scalar. The new
definition of EM mass density p Eq.13 is the only proper
scalar that solves this problem at least in the case where
only EM fields are the source of mass density. If we take
the mass of particles as non-electromagnetic in origin,
we cannot define the mass density as a scalar. But, if we
could have assumed that all material (elementary parti-
cles) are in essence electromagnetic in nature, as Feyn-
man said in Lecture 28-3 "... there is the thrilling possi-
bility that the mechanical piece is not there at all—that
the mass is all electromagnetic.” then the scalar EM mass
density solves this problem.

IV. USING THE NEW DEFINITIONS TO
RESOLVE THE 4/3 PROBLEM

The 4/3 problem deals with charged particle with con-
stant mechanical velocity v. In its rest frame the par-
ticle has a Coulomb field E = Z# , the known energy-
momentum tensor THY for this case, in the particle rest
frame, is:

1E? 0 0 0
1| 0 -E°+3E? -E,E, ~E,E,
ar | 0 -E,E, -E/+1E? -E/E,
0 —E.FE, -E.E, —E.)+1E?

(22)
The Lorentz transformation on the X direction gives

T/OO — ,_)/2(T00 + B2T11) T/Ol _ ﬂWQ(TOO + Tll) (23)

To understand what the problem is, we follow the
treatment in the book of Becker [5], which was origi-
nally written by Max Abraham. Thompson, Abraham,
Lorentz and Poincare were the main pioneers that tried
to solve the 4/3 paradox. Abraham in his book, used
d3x = vd32' or >z’ = v~ 'd3x as the volume element in
the rest frame to integrated overall space. He used the
first equation of Eq.23, which he presumed represents the
moving energy density in the rest frame, therefore the to-
tal mass of the field is: m = % [T°d3% or:

: 1
e

Using the same approach, P'* = & [ T'd®x/, or in
detail:

/(T00+ﬁ2T11)d31’

n_ v 00 114,43
—sz/(T + T )d"x

which Abraham presumed represents the overall EM mo-
mentum, on the & direction. The integral over T'! in-
cludes integration over the three components of E, since



the electric field is isotropic: [ (EZ)d*x = [(E})d*x =
J (E2)d3z = 3U. Therefore installing this in the integral
above gives:

P/l N 4U0 v 4

v
= 3c2 17_52 = ngMfﬁelds\/Tiﬁz (24)
which is not ex-

There is an added mass of %mEM_fields
pect from Einstein’s definition for mass energy relation
m = U/c?, and also as measured by experiment.

Resolving the 4/3 problem:

At the base of this problem/paradox is a wrong as-
sumption that the EM energy-momentum tensor TH”
components TO# represents the energy momentum den-
sity of EM fields.

Resolving is straightforward, we simply have to use
correct covariant definition of the EM energy and mo-
mentum of a charged particle defined above by Eq.19.
Inserting in Eq.19 the case of charged particle in a rest
frame v = 0, Eq.19 becomes:

P, = (¢4,0,0,0) (25)

As defined in the rest frame, where only E exists the
EM energy /mass density Eq.14 becomes g = ==—. Since
it is a proper scalar it remains the same in all moving
frames therefore, when the particle is moving on the z
axis (y,v,0,0) Eq.19, after taking Lorentz transforma-
tion, becomes:

P!, = (v¢p,7vp,0,0) (26)

To find the overall EM energy-momentum four-vector,
we need to integrate in the measuring/lab system the
moving body EM energy-momentum four-vector Eq.19

/ [P, d3x = ( / vepd3x, / 'yv,6d3x,0,0) @7)

With this proper four-vector definition the excess 1/3
mass is gone and we get exactly the same form as the
mechanical four-momentum as Einstein’s relativity de-
mands.

V. THE EXTENDED MINKOWSKI'S EM
ENERGY-MOMENTUM TENSOR AND ITS
CONSERVATION EQUATIONS

We start with motivation arguments for extending
the EM energy-momentum tensor. The first argu-
ment comes from comparing the structure of the EM
energy-momentum tensor to the relativistic-fluid energy-
momentum tensor. The Minkowski EM tensor Eq.4 can

be written as:

P Dx Dy Dy

S S
g; S21 S22 823 (28)
f)z S31 S

Where p = E; +I§2 and p = E4XH the mass and momen-
TC TC o
tum density of the EM field, and s are the Maxwell’s
stresses divided by ﬁ:

. o . E? + H2\ ..
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4dme ( ) < 8me (29)
For comparison, the fluid-mechanics energy-
momentum tensor divided by y?c becomes :

cp z Pz
T Pm01+pu 02+”uu o3 + Lugu,
fluids — py O 21 + /Iu Uy O 2+ pu Uy 0_23+ %uyuz
pzol—i-ﬁuuxaz—i—ﬁuu 0% + Luu,
(30)

In this tensor mechanical quantities are written without
tilled letters.

The fluid energy-momentum conservation equations
are

9 T;:ll;zds =0 (31)

These are the relativistic motion equations or Einstein-
Euler relativistic equations. The fluid momentum is:
pi(t,x) = p2% = pui(t,x). The stresses are ol =
(gVP+fi+11)/cy? | where P is the pressure, f stand for
other kind of stresses and vV stand for friction stresses
i.e. viscosity.

The four-divergence gives the conservation equations:

p+ V- (pu) =0 (32)

and
(pud) + 8;(pu'n?) + D0 = 0 (33)
The divergence of Minkowski EM momentum-energy ten-

sor 9, T* = 0, are the EM energy-momentum conserva-
tion equations:

p+V-(pu) =0 (34)
(P W 9,5 = 0 (35)
Where:
9is = —L[EV-E+HV-H+E X (VxE) +H x
(V x H))J

Comparing the mechanical motion equations Eq.33 to
the EM motion equations Eq.35, we see missing terms:
Oi(pu*u?). These terms are the divergence of the fluid’s



momentum flux pu'u, it is evident that there is no rep-
resentation of the momentum flux of EM fields in the EM
conservation equations.

The terms 9;(pu‘u’) in the mechanical case, are the
centrifugal forces and Coriolis forces as seen in cylindrical
coordinates. Inserting the continuity equation Eq.31 into
Eq.33 gives Euler’s equations:

pi? + 0i(pu'v’) = pii? + p(u'diu?)

In cylindrical coordinates Euler’s equations of ideal
fluid, become:

} ou, ug Ou, Ou, ug?
9. 1 — - - — )—
p(u'd;u) = pu, 5 +p 90 + pu. 2. P, (36)
Oug ug O uy Oug  uyug
19042 = _— —_—
p(u'diu) = pu, 3 + 50 +pu, 3 +p " (37)
) ou ug Ou ou
0. 3 = 7z — z —=
p(u*diu’) = pu, 5 +p T + pu. B (38)

The term p“T"Q in Eq.37 is the fluid centrifugal force and
the term p% in Eq.38 is the fluid Coriolis force. The
absence of these inertial force terms in Eq.35, means
that EM fields do not possess inertial forces according
to Maxwell’s equations. We might think this is the na-
ture of EM fields, but we know EM fields contain energy
density using: m = U/c?, this imposes on the EM fields
to have mass density. Anything that has mass by def-
inition contains inertia. Still one can say although EM
fields contain mass their centrifugal force is somehow can-
celed out as Maxwell’s equations suggest. It will be very
strange and even will cause a contradiction, for example
when EM fields are rotating while attached to their ro-
tating source. The rotating body experiences centrifugal
force, how then, the attached EM fields that have mass
and rotate with it do not experience centrifugal forces?
Another fundamental example which demonstrates the
need for flux terms, as presented in the introduction, is
a long cylindrical electrode, homogeneously charged, in-
stalled concentrically within a long solenoid. The electric
field inside the cylinder, using Maxwell equation or Gauss
law, is E = %f‘ where ) is charge per unit length. The
magnetic field inside the solenoid using Maxwell equation
or Ampere’s Law is H = Hyz, where Hy = Const propor-
tional to the solenoid current per unit length. The fields
inside the solenoid have EM momentum density accord-
ing to Poynting definition, which is proper to be used in
the measuring system, p = 271‘;0. Since EM momen-
tum is part of the overall momentum of any system, the
EM momentum can be added and also transformed to
mechanical momentum and vice-versa. This means the
fields momentum in 6 must possess angular momentum
density L = r X p = rPy as rotating fluids would have in
the corresponding situation. These EM fields must also

=1
= ‘il:l\;'

possess centrifugal force density, since f. =
where all quantities are EM.

From the reasons stated above we conclude, the EM
energy momentum tensor should include flux terms. For
this we have the following requirements: The extended
energy-momentum tensor has to be a proper covariant
tensor, therefore the flux terms should be an addition of
a proper covariant flux tensor. The flux tensor should be
composed only from the EM tensors F or § and the met-
ric tensor, meaning no mechanical quantities should be
involved since no materials are present only EM fields.
Another requirement is that the flux tensor should be
symmetric since the Minkowski’s energy-momentum ten-
sor is. And the last requirement comes from the structure
of the mechanical flux tensor, since all other terms in both
tensors have similar structure, the flux tensor should be
similar in structure to the fluid case.

The tensor which answers all these demands is:

=P

)

—pi2 0 0 0
S = Lpsxp_ L[ 0 A gl i,
cp c 0 puyu, puyu, puyl,
0 pulyx piyldy Plyl,

(39)

This tensor satisfied all the above demands for EM
momentum flux tensor: It is symmetric, constructed
only from F and §, it has the right units, it has simi-
lar structure as the relativistic mechanics-fluid flux mo-
mentum tensor, we just have to replace p — p and
l.ii - (uEM)i — (uMechanics)i~

Although Eq.39 satisfies our demands, we can still ask,
is it the most extended flux tensor and is it the only one?
In principle we can compose other tensors that have the
right units and symmetry and do represent momentum
flux tensor for example: M*” = pu#u*. Although this is
a proper covariant tensor describing an EM momentum
flux, it can not be part of the extended EM tensor since,
it contains a mechanical velocity u#, the demand is that
no mechanical quantities are involved in this extended
EM tensor.

It still does not prove that higher powers of P can-
not be part of the extend flux tensor Eq.39. To prove it
is not possible, we use the algebraic group characteristic
of the EM momentum tensor (see section III). If we take
higher powers of the EM momentum tensor, the multi-
plied tensor returns to one of the two terms in the group,
one is not the regular momentum which is not suitable
and the other is momentum flux that exist.

All the arguments above suggest that the most natural
possibility for extending the EM energy-momentum ten-
sor is the EM flux tensor Eq.39. The extension is done
by simply adding it to Minkowski’s energy-momentum
tensor Eq.4:

v | v (40)

The extended ’pure’ EM energy-momentum tensor (di-
vided by ¢ ) can be written as powers of F*¥ and §"”



simply as:

T= (FXF + §xF) + —=PxP (41)

Sl

8me

For convenience we define 4 = %, notice we used
u

2
the EM velocity u not the mechanical velocity as we use

in v without tilde. Therefore Eq.42 details the extended
EM energy-momentum tensor:
P b By B,
o _ | P ST S Ty 80+ T,
py s+ gﬁyﬁx s22 4 gﬁyﬁy §23 + gﬁyﬁz
P, s+ La,n 8%+ La,a, s7 4+ LAy,
(42)

We notice that no new physical constants are needed,
indicating that this extension of Maxwell’s equations
in vacuum contains only EM fields, no need for the
electron’s charge or its mass or A as other extensions
of Maxwell’s equations use, like, Euler- Heisenberg La-
grangian or Born-Infeld nonlinear Electrodynamics. The
trace of Eq.39 by definition should be a scalar, we get ¢p
as expected.

Now that the extended tensor is defined, what should
be the generalized energy-momentum conservation equa-
tions? The natural choice is the four-divergence of the
new tensor. The first reason is that for a* = 0 , we
should get the Minikowski’s conservation equations.

Another reason is that the four-divergence gives the
EM energy-momentum conservation equations which
mean, that no energy or momentum escape from the vol-
ume, where the fields are, which has a time-like surface
S. This demand is written as:

/ T dde, = / (TW n MW) Bo, =0 (43)
S S

Applying the divergence theorem we obtain:
/ 8, T" d*x =0 (44)
v

A sufficient condition that these equations are fulfilled
for such a volume is:

9, T =0 (45)

This equation is the generalized energy-momentum con-
servation equation.
We can verify that the additional terms, the momen-

i
tum flux terms, are negligible when — < 1:
c

2 2\ misj 2 2
Mij:(E —|—H)ou <<E +H _

Sl 46
8me c? 4me (46)

For such fields we are left with the original Minikowski
energy-momentum tensor and its conservation equations:
0, T — 9, T = 0.

The inertial forces as centrifugal and Coriolis’s terms
emerge straightforwardly from Eq.45 in cylindrical coor-
dinates:

oi,  _ da, apdu, _ 0w, @k 1
o T T e T o (4D
Otig _ Oug g Olg _ Ouyg Uyl 1
Tt T e Tl T T 8
di. _ 0u. updu,  _ du, 1
o o T e T, o (9
Where

f:%[EV-E—i—HV-H—&-Ex(VxE)—i—Hx(VxH)]
7I8

Eq.47-49 include EM centrifugal force EM Coriolis force
and '"EM material derivative’ and also EM shear forces.
These EM inertial forces are algebraic function of EM
density and EM velocity and have the same structure as
their parallel fluid /mechanical inertia terms and also the
‘material derivative’.

VI. PROVING: MAXWELL’S EQUATIONS
AND EM CONSERVATION EQUATIONS ARE
EQUIVALENT

This equivalence is especially important to find the ex-
tension of Maxwell’s equation which take in account the
inertia of the EM fields (section VII).

We will prove the equivalence in two forms, the vector
and tensorial form. Starting with the vector form, where
the connection to the physical picture is clearer.

The energy-momentum conservation equations, with-
out charges are:

8, TH =0 (50)

The three equations 9, T* = 0 in vector form which is
non relativistic, meaning v ~ 1, become:

O(E x H)
4dmeot

1
E[EV-E—FHV-H—FEX(VxE)+Hx(VxH)]
(51)

Or

EV-E+HV -H+E x (VxE)+Hx (V x H)
(52)

.1 [
p= 4
The first equation 9, T#? is

O(E* + H?)
mcot

E><H)
4

=V ( (53)



divided by ¢ can be written: p =V - p.

The vector equation Eq.49 and the scalar equation
Eq.50 are equivalent to Maxwell’s equations in vector
form. To prove it we just rewrite the terms:

H
E(V-E)+HV-H+E><(V><E+%)
16E6t (54)
oH JE

Beginning with the assumption that Maxwell equa-
tions are fulfilled, we get each term in the brackets is
null, therefore the conservation equations are fulfilled.
In the other direction - assuming that the conservation
equations, Eq.51 and Eq.52, are fulfilled for all values of
H and E, this can be satisfied only if each bracketed term
is null separately. Each bracketed term is one of the four
Maxwell equations, and since all have to be satisfied to-
gether, this gives exactly Maxwell’s equations set. With
this we proved the equivalence in both directions in vec-
tor form.

The equivalence also holds in tensorial form of
Maxwell’s equations:

e o (56)

93" =0

and EM conservation equations in tonsorial form:

U o 67)

9,3 =0

Eq. 53 and Eq. 54 mean that 9,F*” = 0 is equivalent
to 9, T*” = 0 in conjunction with 9,§*" = 0.

If we would work with the four-potentials A*, we would
only need four equations. But, since we are working
with six unknown functions E and H of F*” defined as
FrY = oFAY — 9YA# as a four-rotor of A*, we must add
these four equations d,,§*" = 0, which can be understood
as mathematical constrain, to reduce the six degrees of
freedom to four.

9,3 = aﬂ[%ewAFpA] = %ewﬁ(aﬂaaAﬁfa#aﬁAa) =0

It is null mathematically, since we sum over a sym-
metrical partial derivatives 0,0, = 0,0, and the anti-
symmetry tensor e*V8,

Now it is left to prove that 0, T4 = 0 is equivalent to
0,F% = 0. We begin with this algebraic connection:

1
An T = FAFM 4§ = FAFY -2 F g (58)

Its four divergence is:

1
470, T = (8,F*NFy, + FFO,Fy, — Zay(FMFM)
(59)

The first direction of the proof: Since 3,LF"’\ =0
the first term in Eq.56 is null, we need to prove that
the second and third terms cancel each other. For
this we change the dummy summing indexes u and
A F*‘AauF)\l, = F’\“B)\FW, therefore we can write
Fr29,Fy, = 1FM(9,F,, + 0\F,.), using the con-
junction equations 9,§*” = 0 in this form J,Fy, +
O\F,, + 0,F,n = 0, and installing them in Eq.56 we
get F*20,F = 19, (FFF ), Therefore the second and
third terms in Eq.56 cancel out. Therefore 9, T# = 0 are
fulfilled.

In the other direction: We start with the conjugate
equations QA&’“A = 0, these equations can also be writ-
ten as 0,F»\, + O F,, + 0,F,n = 0. Multiplying these
equations by F** and changing the summation indexes
we get: F“’\(‘)UFM,\ = %&,(F“/\FM,\), this cancels out the
second and third terms in Eq.56. It is assumed that
the conservation equations are fulfilled 0, T4 = 0 or
((?MF“/\)F,\V + F“’\(’?MFA,, — i&,(FMFM) = 0, therefore,
we are left with these equations: (9,F**)F,, = 0. This
equation is true for all values of Fy, only if 9,F+* = 0,
which means that the four Maxwell equations must be
fulfilled. Thus we have proved the equivalence in both
directions.

The energy-momentum conservation equations when
charges are not present become:

0,T" =0 (60)
are equivalent to Maxwell’s equations without charge cur-
rents

0, F" =0 (61)

The only difference between Maxwell’s equations and
the EM energy-momentum conservation equations are
the physical quantities that are used. Maxwell’s equa-
tions use E and H while the EM conservation equations
are using quantities which are a function of E and H
and have analogue quantities in fluid mechanics, like the
momentum density p = Eﬁ? and the energy density
p = E;:CI;IQ. Although Maxwell’s equations are equiva-
lent to the conservation equations, the Maxwell’s equa-
tions are linear as function of the fields E and H while the
conservation equations are non-linear in E and H since
the momentum and density are non linear functions of
E and H. The advantage of the conservation equations
presentation is the clear connection to the mechanical
phenomena, especially important when momentum and
energy can transform from EM fields to matter and vice
versa, as in the case when a charged particle radiates.

This equivalence also helps to understand what is the
role of Minikowski’s tensor in electrodynamics. It also




clears why we can not use the energy-momentum ten-
sor’s components as proper definition for the EM energy-
momentum density, since Maxwell’s stresses are essential
for this equivalence and can never be removed.

VII. FINDING THE EXTENDED MAXWELL’S
EQUATIONS WHICH ARE EQUIVALENT TO
THE EXTENDED CONSERVATION EQUATIONS

The new conservation equations Eq.45 are the ex-
tended motion equations of EM fields. These equations
become important especially when intense EM fields are
involved. As a general rule we can say that this is the
case when the flux terms gﬁiﬁj cannot be neglected when
their magnitude is in the same order of magnitude as the
stress terms. In the last section we proved that the origi-
nal energy-momentum conservation equations are equiv-
alent to the original Maxwell’s equations. This equiva-
lence must hold for the extended conservation equations
as well, meaning that there is an extension to Maxwell’s
equations which makes them equivalent to Eq.45.

To find this extension we start by writing Eq.45 in
vector form. The first row is:

9~ 2% + V- () = 0 (62)

The structure of this equation is known as energy-mass
conservation equation, excluding the term C% pi? . Since
this term is proportional to C% it becomes significant only
when U — ¢, so in most of the cases it can be neglected.
We will get into more details about this point when EM
waves and other examples will be introduced.

The other three rows in details can be written as:

0 (pi )~ 01 (— k= (B B+ + (B2 )6 Laia)=0  (63)

After taking the derivatives and rearranging the three
equations together we get:

By (pli) + @V - (pli) + p(@- V)i =f (64)

Where f represent the inner forces densities of the EM
fields, the same as the non extended equation have:

f = %[EV-E—&—HV-H—&—EX (VxE)+Hx (VxH)] (65)
78

Insert the energy-mass conservation equation Eq.59 in
the case || < ¢ into Eq.61 above :

1
O+ Vi = —f (66)

These equations have the same structure as the Euler
equations if we replace the tilde-EM quantities, with the
non-tilde mechanical quantities: @ — u and p — p. The
EM ’material derivative’: u - Va is the EM analog to
‘material derivative’ u- Vu.
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We can find the extended Maxwell’'s equations by
rewriting Eq.61 as:

op—f+pV-a+a-Vp=0 (67)
Since 9;p = - (H x (ff—aEt)JrE X %1) the last equation,

as function of E and H, can be written as:

H><(—f—aEt—i—VxH)—%(HxE)V-ﬁ—F(ﬁ'V)(EXH)

—cEV-E—-—cHV -H+E x (%—l—VxE):O
(68)
Taking the derivative (@1 - V) we get:
-V ExH)=[u -VE|xH+EXx [a-VH]
Inserting in Eq.65 we get:
—cEV-E - cHV - H+

H E
Ex(a——&-VxEH—Hx(—a——&-VxH)—I—

cot cot
1 1 1
E(ExH)V-ﬁ—I—E[ﬁ-VE] XH+EEX [@-VH] =0
(69)
Rewriting the extended term:
1 - 1 2E - (V x H)
and rearranging the brackets terms as follows:
E
H x (7%+VXH7%EV~ﬁ7%ﬁ~VE+
c -
1_.2E-(V xH) OH (71)
-E[——— Ex (— E
Frmrm D TE (g tV B

—cEV-E-cHV-H=0

In order for these equations to be satisfied for all values
of E and H each bracket term must always be null. This
gives the Extended Maxwell’s equations in vacuum:

OE o _

@—VXH+%EV~u+%u.VE+%E[%]:o
OH

PR E:

catJer 0

V-E=0

V-H=0

(72)

When external charge density and/or current density
are involved, the extended Maxwell’s equations become:

OE - -~ @ 2E-(VxH
O ~VxH=i1j_BY.§- &.VE- B[]
OH
— +VXxE=0
08t+ x
V-E=d4nmp
V-H=0

(73)



The new terms are proportional to %, therefore these
terms are not relevant for cases when @ < 1, in
these cases the extended equations reduce to the regu-
lar Maxwell’s equations.

Now we are looking for the general extended EM
wave equations. We do the similar procedure done on
Maxwell’s equation to get the EM waves. First we take
the rotor of the first modified equation of Eq.73 and tak-
ing the partial time derivative on its second equation,
then installing the second in the first, and using Eq.73
fourth equation the V- H = 0, we get:

2
V2H — 2£ =
c20t?

I % [LEV -G+ L£i- VE + LE[ZEH) 4 )

(74)

We define an effective EM current density

j _1 R 1 _2E-(VxH)
JEM-Field = EEV-u—k—u-VE_FEE[W

4T ]

which is made of pure EM fields, Eq.74 can be written
as:

0’H
c20t?

The electric field’s extended wave equation is derived sim-
ilarly, first we take the rotor of the second term of Eq.73
and then taking the partial time derivative % of the
first equation of Eq.73. Installing the second into the
first using the third equation V-E = 47p, of Eq.73, after

rearranging becomes:

V2H _ = %V X [jEMfField +j] (75)

O’E Ar O .~
o _
V'E c20t? c 8t[

JEM Field +J} 47TVPe (76)

When jEM,Field ~ 0 we call it vacuum, since the EM
waves equations become Maxwellian wave equations. We
note that vacuum means no charge particle and no strong
EM fields are present.

An interesting phenomena happens when a wave en-
counters a volume where intense electric or magnetic field
are present JEm—rield 7 0, meaning, the wave equations
are not Maxwellian any more, in such a case the wave
front is distorted. According to Huygens’ principle the
light direction will change or i.e bend.

An example of such phenomena should exist near pul-
sars, or strong electric field that exist near charged black
holes. In such cases the EM wave will be impacted di-
rectly by the nonlinear terms in the wave equations. The
solution for such cases is elaborate since it demands a
solution of the non-linear wave equations Eq.72 and/or
Eq.73, even the approximation is very long for the scope
of this paper.

Now we can resolve the problem (see Section V) of the
charged cylindrical electrode inside a long solenoid . (EM
fields from a material source are always weak, otherwise
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the fields stresses on the material will destroy the mate-
rial, also if E field is higher than |E| > 10872V /m field
emission will occur).

First we will show that using the regular Maxwell
equations brings to a conflict. We start by assuming
Maxwell’s equations and Minikowski’s motion equations
are a complete and full representation of this case. The
electrostatic field of the long charged rod, according to
Maxwell’s equations, is E = %f' where the constant

A= da/tl)))
according to Maxwell’ equations, is H = Hgz.

Although the electric and the magnetic fields are weak,
the absence of centrifugal force is still evident, because
according to Poyntlng, the EM momentum is on theta

direction: p = 4 9 this can also be written @ = B =
Ter p
AHo j _ _ 2cAHg

Trear (¥+H02r)9 = (0,19(r),0). Therefore, this

Inside the long solenoid’s magnetic field,

term ,5“—:3 is not null for this situation, it has the units of
force density and has the same form as centrifugal force
of fluids. Inserting the rod and solenoid fields into the
momentum motion equation of Minikowski Eq.35:

(P - 035" = 0

Gives 0 = 0, meaning these fields are an exact solution

of Eq.35 as assumed, but the term ﬁ"T_g does not appear
in Eq.35 in any stage and we are left with the following
conundrum: If we assume these equations express the EM
momentum propagation in full and we accept Poyntlng

Theorem, than we might consider the force term p
although it is not null, just as a virtual centrifugal force
Otherwise, if we add chis term as inertial density force
into Eq.35 we get ﬁ% = 0 which is false by Poynting,
therefore Eq.35 are not fulfilled.

This contradiction between Poynting force and the
Minikowski EM momentum motion equations does not
exist if we take the extended motion equation of EM mo-
mentum Eq.47. Inserting the fields above, as a first order
solution, into Eq. 72 and using Eq. 47 we get:

1
5 Ly

o "% (VxH) (77)

Although rotor of a constant is null, it is not the case
here since H = Hyjaxwen + 0H, where Hyaxwen = HoZ.
The 6H is the additional field that arises from the solu-
tion of the first row of Eq.72 and [0H| << |Hymaxwel|-

H'x(VxH')=—1H'xEV-&'— LH'x @ - VE- H2E [2E(V )|

. . ~/ _ 2ExH’
We should notice that @' = £z THE -

In this example we have cylindrical symmetry, which
means that H and u’ can only be a function of r or z,

but not a function of theta. The first term on the right

. . ~ ot
is null, since V-0’ = %% =0.



Using Eq.70: 1H' x [E2EL0H0] = 1E x [a- VH/].
Therefore, - VH =0
We are left with:

H x (VxH)=-1H xu-VE (78)

Using the 'material derivative’ in cylindrical coordi-
nates we get:

1 ’ 1 - u/gEr ll/eEr A~
_— . E = —— /I‘ I‘E — = — 0
c (- V) c( O B(r), cr cr
(79)
Inserting Eq.79 on the right side of Eq.78 we get:
_ip? . 1., u'yE, »
50 p_ " H _Zohr
p= = Hix ( o 0) (80)

Using the definition of the momentum on 6 the mo-

mentum is pj = %, as seen both sides become the
same and the conflict is gone. We see that by using the
extended equations the centrifugal force is balanced by
the "EM field current density’ term: ﬁﬁ’ - VE.

By using the extended Maxwell equations and the ex-
tended EM momentum motion equation, instead of the
regular Maxwell’s equations and Minikowski’s EM mo-
mentum motion equations, the contradiction with the
Poynting force disappears.

VIII. THE LAGRANGIAN OF THE EXTENDED

EQUATIONS

The Lagrangian of the extended equations must be a
Lorentz invariant scalar, the natural candidate is

Loe = 56 = oy (BE )+ (R0 3)° + 20, P
(81)
the action is:

S = /ﬁcQ\/—gd‘lx

To find the motion equations we take the variation of
the action as function of A*” and equating to zero i.e.
finding the extramum of the action. Since the action is
only depended on derivatives of the potential 9* A¥ and
not on A the functional derivative becomes:

oL
i py
Oy B(on A 0uG 0
These give the extended Maxwell’s equations in covari-
ant form, in details becomes:

(82)

LV 1 ~ UV Lp -~V
OuF™ = ~0,(FU°y + §i;) = 0
9,3 =0

The first equation in Eq.83 can also be written as:

(83)

1 ... 1._.
D (F— =Fxii+ -§xii) =0
C C
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A. A brief comparison to other nonlinear
extensions of EM Lagrangians of extensions of
Maxwell’s equations

In 1936 Born and Infeld started their nonlinear Elec-
trodynamics, which is an extension of Maxwell’s equa-
tions. Their main motivation was to solve the self energy
of a point charge. Lately, the interest in their theory
was renewed due to investigations of the deeper relation
between QED and string theory. The Born-Infeld La-
grangian is

2
1 1
EBI == b2 1-— \/1 — 42[)2 FMUFMV - (4b2 Fuy&””)
(84)

The added constant b is a parameter which measures
the non-linearity of the theory. In the limit b — oo
the Lagrangian Lp; tends to the Maxwell’s Lagrangian
L azwell = %FWFW. Comparing the Lagrangian den-
sity of the extended equation Lpg Eq.81 to Born-Infeld
Lagrangian £g; Eq.84 reveals a few differences, first L
does not need any new (adjustable) parameter b, another
difference, which is a deeper argument for the correctness
of this Lagrangian, is revealed by the energy-momentum
tensor of the Born-Infeld field:

T = 2 (\/1 +b-2(D2 4+ B2) + b4 (D x B)? — 1)

T% = (D x B)*
™ =*(E-D+H D -T%) — (EXD! + H*D')

(85)
Where
. E+b 2(E-B)B
\/1-b-2(E? —B?)+ b4 (E-B)’
s (86)
. B-b-2(E-H)B

\/1 ~b2(E2 - B2)+ b4 (E-B)?

We notice that even here, there are no momentum flux
= ﬁﬁkﬁl. These terms are present in Tgg
and originate from the terms 2P, P*” in p which are
missing in Lp7. These arguments are true also for Euler-

Heisenberg Lagrangian

~k~1
terms B2

E2-H? 1 he 1
— 50r 257 [(E? —H?*)?+7(E-H)?]

(87)

Lug =

Eq.87 also uses constants, /i and the electron charge e,
that do not originate from 'pure’ electrodynamics. In the
absence of material, these constants have no place in the
motion equations.



This, Probably, makes Lgr and its derivative equa-
tions, the most natural choice for nonlinear extension of
Maxwell’s equations, it may also be more suitable for
QED and string theory. In the next articles we will in-
vestigate these other issues concerning these extended
equations.

IX. RESOLVING THE RADIATION PROBLEM

In this section we will use the new extended motion
equations to settle the radiation problem. First let us
introduce the problem, which is dealing with the path of
an accelerated charged particle, which takes in account
radiation and its recoil force on the particle.

The simplest motion equation for a charged particle is
Newton’s equation, with only one EM force term gE:

ma = qE (88)

This motion equation does not take into account the
recoil force on the accelerating particle caused by the
emitting electromagnetic radiation from the charged par-
ticle. To clear this point, lets look at accelerated neutral
particle with mass:

Mpeutral—particle = Mmechanical = 10

the charged particle or body which has exactly the
same total mass

Mnpeutral—particle = Mcharged—particle

were total means:

Mtotal = Mcharged—particle = M0 + Mcharge T Mfield

were
Mcharge = YMelectron
and
E2
M field =
f 8mc?

is the mass of the EM field.

According to Newton’s equation above, we have the
same acceleration under the same force, meaning both
particles will gain the same energy over the same dis-
tance. On the other hand we know, a charged particle
under acceleration radiates EM waves, these waves have
momentum, so why is this momentum balance not rep-
resented in the motion equations?

This dilemma is known as ’radiation reaction force
problem’ since 1872, also known as radiation reaction
or ’Abraham-Lorentz force problem’. We bring a brief
summery of its treatment according to Lorentz and Abra-
ham ( Jackson 22-82). The radiation reaction force was
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represented by an additional term in Newton equation
Eq.88:

2 2
ma = ¢E + %é (89)

The added term of Abraham -Lorentz %é in Eq.89 rep-
resents the force which gives the total radiation power
of the accelerating charge. The total power of acceler-
ating charge is given by Larmor’s equation which is :
2
P = g%a?. The connection between power and force is
W = v - F, therefore, we can extract the force related to
. . 2 . 2 .o
thezz Larmor radiation power by: W = %va = g%vv =
2¢ (& (v-¥) —¥2]. The term 4 [(v-¥)d3x for periodic
motion averages to zero, therefore we are left with the
2
Larmor force Frarmor = g% A
Symbol ty = % Eq.89 becomes:
ma = mtoa + Foy

We have a simple deferential equation which can be in-
tegrated to give:

1 [ t'—t
ma = —/ exp (— > Fext(t) dt’
tO t t()

This solution has a noticeable problem, the integral starts
from time ¢ = ¢y # 0 and not from the present ¢ =
0 as we would expect. This means that future values
of the force affect the acceleration of the particle in the
present. If it was the only problem, we could remove
it by ignoring this relatively small term, but there are
other more fundamental problems, we will list only a few
of them.

Starting with the lack of force term that should rep-
resent radiation force when the particle is in constant
acceleration. We expect such term to exist since Lar-
mor radiation equation depends on a and not on a as
in Eq.89. Other terms we expect to exist are correction
terms of the external electric force gE arising from the
relative velocity and relative acceleration of the moving
particle compared to the external electric source. An-
other term that should exist is a term representing the
outgoing radiation momentum per unit time and its di-
rectional reaction on the particle momentum. Another
problem is, why the reaction force of the radiation is on
the direction of a, and not on any other direction?

Before we start with resolving the problem, a few words
on the root of this problem. We all know that radiation
is an EM phenomena and EM fields have their own equa-
tion of motion, which are not represented in the motion
equation of Abraham—Lorentz Eq.89.

This classic problem of accelerated charged particle
and other open EM problems, are discussed by Feynman
in his Lecture 28-1 as was presented in the introduction.

Since EM fields are involved, we must consider their
dynamics (EM momentum flow) and their coupling to the
massive core’s dynamics (mechanical momentum flow).




When a charged particle is accelerated we are dealing
with a non trivial system, which includes the external
EM fields, the charged particle’s EM fields and its me-
chanical core mass. The equations that describe all these
interactions are the extended conservation equations cou-
pled to the mechanical conservation equation. The cou-
pling of the mechanics and the electrodynamics is done
by adding the energy-momentum conservation equations
of EM fields and the energy-momentum conservation of
mechanics/fluids. Since we are using six mathematical
function fields E and H and not the original four math-
ematical function fields A*, we need the conjugate equa-
tions 9,§"” = 0. The equations that represent the com-
plete motion equations of charged particles with their
fields is therefore:

9 T::Ll;chantca + aﬂTg;M =0 (90)
9,8 =0
These motion equations state that the addition of the me-
chanical and the EM energy-momentum are conserved to-
gether (as a sum) in any point in space and time. There-
fore, solving one and than installing the solution in the
other, is just an approximation.

The precise solution of Eq.90 when the EM fields are
not known in advance or when the mechanical paths are
not given, is extremely challenging, even for only one
moving charged particle.

As seen Eq.90 uses the extended conservation equa-
tions, which assures that the radiation momentum flux
is included. To show the use of these equations we will
take a simple guiding example, but before that, let’s de-
fine a helpful definition.

To avoid the singularity of Dirac’s d(r—r) func-
tion in the point ry, we define a generalized func-
tion:

r>T0

A(r,rg) = {0 (91)

V%) r < 1o

The volume V{ can be a sphere or cube or any shape
which describes the body’s shape, in this guiding example
we use a sphere. The A(r,rg) function is a distribution
function without singularity, it becomes §(r — r¢) when
ro — 0. This function ’filters out’ (turns into null) any
function defined in space, except for the values in the
volume V(. The impact of this distribution function is
significant under integration:

3x = 17 X 3X
[ £09AGx - xo,ro)d*x = ot /V £

Which is just the average value of f(x) over the volume
Vo. Abraham - Lorentz used a general external electric
field, which depends on position and time. Since we want
to focus on the physics of the radiation problem, and
concentrate on the mechanical-electrodynamics coupling
mechanism, we will take a simple external electric field.
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The guiding example - In this case we take
two charged bodies, one very massive compared to the
other, therefore we can consider it static, we call it the
static particle and the lighter one we will call the dy-
namic/moving particle. In the center of mass of the static
body, we place the center of the reference frame, which
we will use to describe the bodies and the EM field’s dy-
namics. For simplicity, we take |gstatic| = |¢aynamic| Or
|9s| = |qal-

Now we can start to insert the guiding example into
Eq.90. We start with the fluid /mechanical tensor Tflm ds?
we need to deal only with the moving particle, which
becomes:

T}‘lzzds(r,t) = pm(T, rd, tp) vV (t,) VY (ty)

(92)
= mtotalA(r | (tr))vu (tr)VV (tr)

Here, rq(t,) is the path of the moving particle at the re-
tarded (past) time ¢,., it is a function of the present time
t by: t, =1t — Ir=ralt)l 14 i important to notice that it
is only possible to measure the time ¢ of the clock in the
static frame, the point’s coordinate r in the measuring
static frame and the coordinate of the dynamic (mov-
ing) particle rq, these coordinates are measurable by light
reflection, as Einstein’s method requires. The retarded
time ¢, can never be measured directly, it is extracted
from the function which defines it ¢, = t — w
Eq.92 describes the mechanical part of the guldlng ex-
ample.

Now we need to find the correct EM energy-momentum
tensor T/, of this example. Since the measuring frame
was chosen to be the static/massive particle frame, the
massive particle’s EM field is simply the electric Coulomb
field Estatic(r) = % . To insert the moving particle’s
EM fields in Eq.90 correctly we need a careful procedure,
since the moving particle’s electric field is a Coulomb
field only in its own rest frame and we need to express
this EM field in the static frame. Lorentz transformation
is not good enough, since accelerations are involved, the
transformation we need is the retarded potentials of the
moving particle. The retarded potentials are the solu-
tion of Maxwell’s equations, that gives the four-potential
of a moving charged particle in a rest frame relative to
the moving charge. Maxwell’s equations for the four-
potential with Lorenz gauge 0,A" = 0 are:

0,0 Al = AP = J» (93)

When the four current are given, the solution of Eq.93
can be written as:

At (r,t) = C/MA(t —t

F— DA(r —rq(t))d3x'dt’

(94)

For a small spherical charged body, the four-current

is: JA(r',t') = qv*A(r —rq(t')) after integration on d3a’
Eq.94 becomes

1 L(/)A(t’ —t)dt. (95)

A =0 )



taking the integral on dt’ we get the retarded potential
of a moving spherical charged particle.

qa
(1 —n-B(te))r —ra(t,)|

p(r,t) = (96)

and

q8
(1 —n(r,ty) - B(te))[r — ra(ty)]

Where n is the unit vector between the moving particle
center of mass and the measuring device at a point r:

n(r,t,) = % and the moving particle’s velocity

divided by c is § = V&),

We can get the form of the retarded electric and mag-
netic ﬁelds by their definition: H = V x A and E =
V-2 m, the derivatives process has to be taken carefully

A(r,t) = (97)

remembering that the retarded time t, =t —
is also a function of coordinates. The retarded fields E
and H, in the non relativistic case (y &~ 1) are:

_ (n—g) anx ((n-3) )
Er(rat) - ((1nq-,6)3|1‘rd|2 + c(1-n-B)3[r—rq| (98)

2%

gBxn gnx (nx ((n-B)xf))
H,(rt) = (e(l mB)erl T A el )
(99)

The unknown quantity is the specific path of the mov-
ing particle rq(t,;). If the path is known, its derivatives
Blty) = Zafte) — [Zald)], and B(t,) = (960, are also
known.

We have to notice, the total EM field that will be mea-
sured by a field detector in the static frame, is the combi-
nation of two fields, the static particle’s and the moving
particle’s field: E = Egtatic + Er and H = Hggagic + Hy.
Now we have to deal with another problem that a charged
particle possesses: its core is discrete, meaning it can be
described by path of a point like particle, which is defined
by discrete quantities like the particle mass and charge.
On the other hand it possesses an EM field which moves
with its center of mass but can change for an external
observer as retarded E and H suggest. The mechanical
and EM parts will be merged using the A function and
integration. To explain the merging procedure we start
with example of the mechanical and EM mass density:

plt.T) = T~ A(r —ra) + A(t,T) (100)

0
We can check that for r inside the massive core vol-
ume Vo the density p(t,r) ~ 7 since [p(t,1)] << 7.
For |r| > Recore the density is only the electromagnetic
p(t,r) = p(t,r) which is small compared to the core

mass density. Taking the integral of Eq.100, over a large
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enough volume V' which includes the dynamic particle in
all the relevant path, we get:

/p(t,r)d3r = m+/ 5(t,r)d%r

The integral gives the particle’s core mass plus its EM
fields’ mass. In most cases the EM mass can be neglected
but in our guiding example we should keep it to explore
the time development of the EM fields and their inertia.

Now we can investigate the continuity equation, which
is the first equation out of four in Eq.90:

mO(A(r —rq(ty),ro)
cot

+mV - [(A(r —rq(ty),ro)v(ty)]

_"_a(p)tr N v (

cot )t' =0

(101)

Using the definition of the A function above, the term

%’:f:o) = 0 at any point in space except on the particle’s
1
TT .

Its
ol 4 fat] : 9(A(rro) Or; _
partial time derivative , by the chain rule, T" drt =

0 in any point except on the partlcle S surface r =Ty
where it diverges to infinity as v (t).

To avoid these singularities, we will integrate over the
volume. The integration removes the dependency on r
and changes Eq.90 from partial deferential equations to
regular deferential equations depending only on ¢t. In our
guiding example, the external field is not time dependent,

surface r = 1o where it diverges to infinity as

only the particle path rq(t) is time dependent. For a
start, we integrate both sides of Eq.100:
prn / A(r —rg(ty),ro)d®r’ +
mV - /[(A(r'frd(t ), ro)v(t:)]d3r + (102)

d3/:

3/
cat/d /V

The first and the second terms in Eq.102 are null, since
[y A(x' —rq(ty),ro)d®r’ = 1 and Eq.102 becomes:

9 ~ 13 P W
c@t/‘/pdr+/\/v (pu)d®r’ =0

This is the continuity equation for the EM energy/mass.
This equation is the constrain which demands that the
change of energy/mass within the volume is equal to the
energy/mass flowing out, and this is the EM energy that
escapes the volume.

The other three equations in Eq.90 in vector form are:

(103)

A Alr=ralleLro) 7Y 107 - [(mA(r ~ ra(te), ro)]
+ 0 [pll],, + &i[pan]y, =

+p(t,%))v (t)l,



ﬁ[EvE—f—HVH_EX(VXE)_HX(VXH)]t”

(104)

We are interested in the particle’s center of mass mo-
tion, therefore, we integrate over a large enough volume,
so the moving particle is always inside. Integrating the
other three equations of Eq.104 gives:

% Jyy mA(r" —ra(ty),ro)v(t,)d3r'+
0 (tTa r ) (tr)dar/+

at
Jy 0 mAf—rd( r);To) + pte, 1)V (te)v

Efvp rs T )u(tr77“)d3P/+
| oditr.r

f EV-E + HV-H
14 4me 4me

i(tr)d?’r’—i—

a(ty, r')a i(t,.,r’)]d3 ! =

Ex(VxE) Hx(VxH)

3/
4me 4me d

r

} (tr,r’)
(105)

Since retarded time t, =t — @ depends on r, these
integrals are difficult to evaluate in their present form, so
we will rewrite them by replacing ¢, with ¢’ and integrat-
ing over the delta distribution §(¢' —t,.) therefore for any
vector function of f(t,,r) :

/f(tmr’)d?' ’:// f(ty, r')5(t" — t,)dt’'d3r’
14 \'%

To evaluate this integral we need the identity:

St —t;)

|f/(t:)]
where each ¢; is a root of f(¢) ie. f(t;) = 0. In our
example there is only one root for a given t,, therefore:
ot —t)

1-— ,Bd n

Since r’ and t’ are not coupled, we can exchange the
integration order, first on 7’ and than over ¢,

N3, 5(t/ t) N33
/Vg(tr,r)d r 7/71 B ndt /v g(t',r)d°r
(106)

Using Eq.106 on the first left term in Eq.105 gives:

S8t [ s - ratt)raviera]

_ omv(ty)
(1—pB4-n)?
The second term in Eq.105 is made of a Newtonian ve-
locity and the EM mass density inside the integrated vol-

2 [ ‘Sl(t‘;dt”n)dt’ Iy ﬁ(t',r))v(t’)d%}, and can be

5(f(t)) =%

5t —tl) =

written as:

;[/M()dt/v At r))d?’}
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9 5(t/ — tT‘) IN =4I g4

After the time integration we get:

9 [’U(tr)ﬁ(tr):| _ 0(t)p(te) + v(t)a(tr)
ot 1—,@d-n (1—,3d-n)2

The term v(t,)p(t,) is the Newtonian inertia force
emerging from EM field’s mass Ugy/c? = dmpyr and
the mechanical acceleration v(t) of its source. For this
classical example émgys << m, therefore for our inves-
tigation the term dmpgps can be neglected.

The term fj(t,.) is the change rate of the EM mass den-
sity of the particle’s fields, which in this classical case
is very small compared to the other terms and therefore
can be neglected.

The third term in Eq.105 is converted to a surface in-
tegral:

ot
/ S —tr)
1-— ,Bd n
on a large enough surface the mass density is null and

this third term is null.
The fourth term:

6(t/ ) 9 e AP E I
/mdt &/ p(tr77" )u(tr7'l° )d r

can not be neglected since it represents the EM-
momentum change per unit time, which is part of the
EM field impact on the particle’s acceleration.

The term:

/(Wﬁdndt / o;[pat (t/, r")]d3r’

which is the EM fields’ momentum flux, can also be writ-
ten as a surface integral:

/f(fﬂididt /S[~~ ai(t, 1) 2oy

This integral represents the EM flux which leaves the
surface and does not return, this is the definition of ra-
diation.

Summarising all of the above Eq.105 becomes:

VEWVE) / [(mA (r—ra(t)))+7(t', x))|d%0;

mv(ty) + f St —tr )dt/ 9 fvP tr,T) (tT,T')dSI"

(1—Ba'n)? 1-Ba'n
(t’ —t e
+f = )dt’fv ;[putl (v, r')]d3r’ =
A g (EEE MR EXEx_mx(am)
(107)

Eq.107 holds only the significant terms giving the
clearest possible picture, without loosing the important



aspects of radiation reaction. The left hand-side of
this equation represents the mechanical and EM iner-
tial forces, these EM inertial forces originate from the
divergence of the EM stresses. As mentioned above, the
EM fields in any point are a combination of the station-
ary particle’s field and the moving particle’s retarded
field, we symbolize the fields E = Ei¢otal = Estatic +
Erctardeda and since the static particle does not have a
magnetic field H = Hgotat = Hstatic + Hretardea =
H,ctarded, the static particle’s field is a simple Coulomb
field Estatic(r) = 3T, while the moving particle’s fields
Eretarded and Hyetarded as explained are the Coulomb
field of the accelerated particle as measured in the static
frame. As a reminder, Eq.107 is the motion equation
that has to be solved in order to find the trajectory rq(t)
as function of the time ¢ in the static frame.

Since, p = E4XH — HexBeogng using Maxwell’s
TC dme
equation: V x E, = %agr, insert it into the term
W which becomes %. This Maxwell’s equa-
. H H
tion V x H, = (lzaEr + 47j is inserted into %,

. Hx(2%r 145
which becomes W. We get similar terms on

both sides which cancel each other, therefore Eq.107 be-

comes:
ot —t.) ., mv(t)

/1_ﬂd'ndt[(1_ﬁd'n)}

~~~1 / 3./

/ ﬂd ndt/@ pan'(t’,r’)]d°r

5(tl ) 43+
/ 1 » dt’ /( V x j)d°r

(108)

The last simplification is [, (Hy x j)d®r = 0, since it
represents the overall forces of the moving particle mag-
netic fields on itself. If it was not null, it would mean that
the particle can induce force on itself that will accelerate
it even without the existence of an external force, there-
fore, it must be null. Taking the time integral, changes
t' — t,, therefore Eq.108 becomes:

mv(ty)

aa tr,r
o) J’_fV i [P ( )]d3 / fV

s EVE(tr,r)dg/
dn

(1—-Ban)
(109)

The first term in Eq.109 is the Newtonian core mass iner-
tial force with a small correction, which comes from the
retarded time derivative % = m, therefore:

Zr(ty) dr(ty) dt,\ _ d*r(ty) 1

_ dr(ty) d*t,
a2z T E( dt, W)_ dt2, (1—Ban)2 +

dt, dt"’

= (pr VR

The term % is proportional to % therefore negligible.
Usually, retarded time appears in electrodynamics radia-
tion cases, but the retarded time is the correction for any
physical quantity of a moving particle in other frames of
reference which take into account also acceleration.
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Taking the partial derivatives in both sides of Eq.110 is
long and cumbersome, since the retarded time is function
of the coordinates.

The divergence of Eyetarded taking (1 —n-3) ~ 1 is:

V- -E=qA(r —r(t;))(1—n-8)3+
2q[B- ﬂ+(n B3)?] QQ(n'ﬁ)*fﬁ’q(ﬂ'ﬂ)(ﬂ'ﬁ)

c?|r—rg] clr—rg]|

I 3¢[(n-B)(n-B)—(B:8)—n-B)B%+(n-B)*+5%)]-8q(n-B)

clr—rq[3

(110)

When 8 — 0, which means ¢, — ¢, the only term left in
Eq.109 is the Delta function gA(r — r(t)) describes an
homogeneous sphere charge distribution, as we excepted.
When the sphere radius goes to zero it becomes a point
charge distribution ¢d(r — r(t)), it is the only force term
used by Abraham - Lorentz model. These terms describe
the moving particle’s charge distribution as will be mea-
sured in the rest frame, taking in account the relative
distance, velocity, acceleration and its time derivative.
The charge distribution gA(x — xs(t)) will be named
bare charge density, all the terms in Eq.109 will be
named the ’extra’ charge density or non-bare charge den-
sity, symbolised by: Jp,. Therefore, we can rewrite:
V; - Eretarded = qA(X - XS(t)) + 5pq Now Eq109 is

rewritten as:

mv(ty) + / oi[patl(t,, r')]d3r’
v (111)

= ¢E, +/ Eo0pq(te, r')d3r
v

The additional forces that the moving particle experi-
ences come from the integral [ Esbpq(te,x/)r?dr'dQ,

qs

where in this case Eg = . Therefore the extra force is:

/ qs0pq(ty, x’)dr'dQ
v

Now we analyze the left side of Eq.111, the terms

0;(pi!) = 8i(f’71:") influence becomes clearer in cylindri-
cal coordinates, as already written in equations Eq.47-
49. In these equations we see the EM inertial forces,
like the centrifugal EM forces and Coriolis EM forces.
The exact form of these terms, for our guiding exam-
ple, is found by installing the total EM momentum:
f) = 4:}p [(Estatlc + Emovu’lg) X (Hstatlc + Hmoving)] and

(Estatlc+Emov|ng)Sjr'c(zl_lstahc"erOVIng) and taklng t}le

0; derlvatlves. This procedure in very long, therefore, we
only investigate the derivatives terms which describe the
radiation, these term must decay as

1
"’"_"'s|2 ’
The EM momentum density in our case is:

f) = ﬁ [(Estatic + Er) X (Hstatic + Hr)] =
ﬁ [Estatic X Hr + Er X Hr]
and the EM energy density:

= _ (EstatictEr)?+(H,)?
pP= 8mc2




Since Hgiatic = 0 and the retarded fields H, = E, x
o and Egtagic < rgz, far from the moving particle the
momentum is:

p=E ><(E X
[Ex2cos(n) By — 1 (ERG s+

4rc \ [r—rql?|

47\'c2

(@-B)(rn)—(r-B)—(n-B)(r-B)+(n-B)(r B))

clr—rqal[r[3

Where 7 is the angel between n and E,, the last equation
can be written as:

A~

P = e (Er ‘n)E, — (E; - E;)i] = 1=zL[cos(n)E; — i
Where:
— _1-2np+48’ 5 @mB)Bn-BL-(np)B+(nB)B B
L=- [r—rg[t 2 clr—rg4|3 +
B2—(n-8)’+(n-8)(B:8)+(n-B)*B>— (n-B)8>— (n-B)(n-B)(B-B)

c?lr—rq|?

Using the same arguments above and since the term
HZ = (2 x H,)? & $E? this means H? << E? and can
be neglected, therefore, the EM density becomes:

E2? | = L
~ 8me?

Now we can estimate the momentum flux terms:

p [871'02

~ s

Llcos(n)! -

PP/~ i)[cos(n)EL — &) (112)
27c?
using Gauss surface integral of the second term in

Eq.111: [, 8;[pui (b, r')]d®r, gives:

£ = [ 5z Hoos()B: i lcos()BL - 710 (113)

g 2mc?

This is the total EM momentum flux on the surface,
which creates a force f? on the particle . These terms are
missing in Abraham -Lorentz motion equation.

In order to investigate Eq.113 we take a simple example
of a moving particle in a circle with constant velocity,
which gives a constant acceleration on the direction of the
vector between the static source particle and the moving
particle, which is r4. Since f = a = Constant, therefore
in circular motion (3 - 3) = 0, therefore L becomes:

. o, 2 _ 2
L/(I‘,I‘d,,@,ﬁ) = -1 \ffﬁi‘iﬁ 2(“ ﬂ)(ﬁrn ri?"'ﬁ)g
+7B2+(n'ﬁ.)27(n'6) ,5 +(l’l-,@)ﬁ.2

c2|r—r,|?

The integral Eq.113, taken on a sphere with radius R is:

s [ Ulcos(n)E, — a)[cos(n)E, - R —

(114)

When R >> rq4 the i — R, the only term left far from

. . .. —(n-B)2p? . .
the moving particle is Prori The integral of this

) = 47rc2 [(Er -m)E; — (E; - E;)n] =

- R]R%sin(0)d0de
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term is proportional to 26%26352. Translating this force
into power by definition is W = F - v, taking v = ¢ we
get W = 24 a252n c= 2:& a2/%n -c, compared to the
Larmor radiation power: 3%@2, we can see that they are
identical except for 32/3.

The open question arising from the contradiction be-
tween Abraham-Lorentz approach and Larmor is whether
such a particle will radiate. We can conclude that a per-
fect circulating particle will radiate.

The forces coming from the partial derivative of
9;(pti!) are probably hard to detect directly, but in spe-
cial cases where extreme EM fields are involved, these
forces can become dominant.

Even this simple one dynamical particle motion equa-
tion is not simple to solve, which shows how complicated
nature is when EM fields interaction and EM inertia
are taken in account. We have to remember we have
used few assumptions to simplify the exact motion equa-
tions Eq.90, the major one was the use of the retarded
EM field. We did not take the total influence that of
the extended equations on the propagation of the EM
fields, only their momentum flux assuming the propa-
gation is Maxwellian. But when extreme EM fields are
involved and the wave length is less than the characteris-
tic length of the problem, Maxwellian propagation is not
good enough and more precise solution of Eq.90 should
be considered.

Summery of Abraham Lorentz problem:

To solve the radiation paradox we used Eq.90 and chose
the simple case of massive particle and a small moving
particle to clarify the physical picture in which the parti-
cles and their fields are dynamically coupled and depen-
dent on the acceleration as well as distance and velocity.
The coupling, after some simplification, is represented
by Eq.111, in this equation the retarded EM fields are a
function of the particle’s path. Solving Eq.111 will give
us the path of the moving particle and inserting it back
into the retarded field will give us the time propagation
of the field.

We can say with confidence, that the term §e3a in
Abraham Lorentz equation does not represent correctly
the physics of accelerating charge even for such a simple
guiding example.

Since validation of any new theory has to be done in
experiments, it might be possible to check the accuracy
of these new motion equations of charged particles in labs
of high energy lasers.

X. CONCLUSION

We began by defining a new EM momentum
proper tensor without energy density term and without
Maxwell’s stresses terms. This enabled us to define a
proper scalar energy-mass density and define the EM
momentum flux covariant tensor. Using these new def-
initions enabled us to write the generalized Minkowski



energy momentum tensor to include the momentum flux
that exists in any continuum, mechanical or electromag-
netic, but was not represented in the original Minkowski’s
energy momentum tensor. This new energy momentum
tensor that includes the momentum flux terms, gives
new energy momentum conservation equations. These
four new equations together with the four equations
0,§" = 0, (which are a mathematical constrain assur-
ing the EM fields are a four-rotor of a four-vector), are
the extended motion equations of electromagnetic fields.
We proved the equivalence between these four Maxwell’s
equations 9, F*" = 47J” and the Minikowski EM conser-
vation equations. Using this equivalence, we found the
extended four Maxwell’s equations which are equivalent
to the extended conservation equations. Next we found
the Lagrangian of the extended equations and brief com-
parison to other nonlinear extensions of EM Lagrangians.
To prove the validity for these new EM definitions and
extended equations, we presented the solution of known
paradoxes and problems in electrodynamics that have
perplexed the physics community for decades. Using the
new proper definitions of momentum flux and EM energy
density scalar, solved the 4/3 problem, by itself. The ex-
ample of a long solenoid with a radial electric field is used
to emphasize the lack of representation of inertial forces
like centrifugal forces acting on EM fields within the vac-
uum. These forces come out naturally and straightfor-
ward from the new extended equations. The last example
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we solved is the known Abraham Lorentz radiation prob-
lem. For clear physical picture we took a simple example
of two charged particles, one small particle which is ac-
celerated by the other massive and static particle. It is
important to note that the particles and their fields are
dynamically coupled and depend on the acceleration as
well as distance and velocity.

The extended Maxwell’s equations above, did not use
any new constants and are non-linear, therefore, can pre-
dict phenomena related to field-field interaction, like light
bending (or even confinement) by strong magnetic field
as pulsars or Magnatars.

Further investigation of the extended equations and
some surprising results will be presented in following pa-
pers.
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